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Abstract—The paper proposes an open-source platform for developing kinematic and dynamic models, simulation and control design of robots, based on MaTX [1]. We show that the developed programs can be easily transferred for direct execution in real-time, making use of improvements in the recent Linux kernel toward hard real-time capability. We show that, in combination with the real-time preemption patch of Ingo Molnar [2], there is the potential for real-time control of a robot arm. This is confirmed through experiments for real-time control of a Mitsubishi Heavy Industries seven-DOF PA-10 robot [3].

Index Terms—Real-time robot control, Linux RT-Preempt patch, open-source platform, MaTX

I. INTRODUCTION

Research and development in the field of robotics requires the choice of suitable platforms for (1) modeling and simulation, (2) development of new control algorithms and (3) real-time control. A variety of commercial and open-source platforms are available. In many cases, these three processes are handled separately, under different platforms. In the worst case scenario, the developed program will have to be entirely rewritten in a programming language suitable for real-time control. In the best case scenario, special tools will be available to automatically translate the development code into one suitable for real-time control. Both scenarios have their drawbacks, either leading to a time-consuming solution or to a cost-demanding one. Examples in the open-source field include ROBOOP [4] and RT-MBDYN [5] for modeling, Coin3D [6] and BLENDER [7] for simulation, Matlab-like Octave [8], Scilab/Scicos [9] for control algorithms, and RTOS’s like VxWorks [10], µTRON [11], RTLinux [12], ART-Linux [13], RTAI [14], Xenomai [15] and others. Recently, efforts are underway to develop open-source platforms with seamless integration of the three processes, e.g. the European OROCOS project [16] and the Japanese RT-middleware project [17].

In our past work, we have been using the open-source platform MaTX [1] for modeling and control algorithm development, in combination with Coin3D for simulation and with RTLinux for real-time control. This is a heterogeneous environment, requiring efforts first to master, and then to work with the different components. There is also the problem that noncommercial RTLinux is available for Linux kernel versions up to 2.4.x only.

Recently, efforts are underway to implement real-time behavior into the Linux OS. A POSIX compatible patch for kernels 2.6.x, called RT preemption patch or RT-Preempt for short [2], [18], is available now. The patch allows nearly all of the kernel to be preempted. It further incorporates high resolution timers, referred to as hrtimers. The preemption capabilities of the patch together with the hrtimers, ensure hard real-time behavior of the Linux OS. This behavior has been tested in multimedia applications [19], with a painting robot [20], and with a wearable computer [21].

In this paper we describe our integrated modeling/simulation/control design and real-time control environment based on MaTX, running under Linux with the RT-Preempt patch. MaTX is a multi-platform, high-level programming platform that has an interpreter and a compiler [1], [22]. It is embedded with a variety of matrix/vector operations, math and other functions from control theory. MaTX has the advantage of being C-based. Hence, MaTX programs run usually “fast” and are easily linkable with other programs written in C, resulting in compact executable code. Because of this feature, it is possible to obtain real-time executable code directly from the development program, and to run it in real-time. We have confirmed this experimentally with a seven-DOF robot PA-10 (Mitsubishi Heavy Industries) [3].

The paper is organized as follows. In Section II the integrated environment based on MaTX and the RT-Preempt patch, and the experimental system are described. In Section III results from experiments are presented for various cases, including graphical and statistical jitter data. Section IV gives jitter analysis for the integrated environment, when the inverse kinematics for the experimental robot is solved in real-time. Finally, Section V presents the conclusions.

II. INTEGRATED ENVIRONMENT FOR ROBOT CONTROL WITH RT PREEMPT AND MATX

A. The RT preempt kernel patch

It is well known that robot control requires generation of control inputs in a time-critical manner. This is known also as hard real-time. The standard Linux kernel does only meet soft-realtime requirements: it provides basic POSIX operations for userspace time handling but has no guarantees for hard timing deadlines. Nevertheless, efforts are underway to improve constantly the real-time capabilities of Linux kernels. Linux 2.6.x includes, for example, a number of significant improvements over Linux 2.4.x. There is a new scheduler algorithm that
yields superior performance, especially under higher loads and on multiprocessor systems. There is also an improved threading model with in-kernel support for Native Posix Threading Library (NPTL) that increases the performance of threading operations and provides support for more threads.

In addition, there is now a kernel preemption patch. Traditionally, the Linux kernel will allow one process to preempt another only under certain circumstances. If kernel code is executing when some event takes place that requires a high-priority thread to start executing, the high-priority thread can not preempt the running kernel code, until the kernel code explicitly yields control. It is known that, in the worst case, the latency could potentially be hundreds milliseconds or more. So, before kernel 2.6.x, a user application could not preempt a task operating in kernel mode. With 2.6.x, preemption is possible resulting in lower latencies for user interactive applications. In addition, with Ingo Molnar’s RT preemption patch [2] and Thomas Gleixner’s generic clock event layer with high-resolution support [23], the kernel gains hard real-time capabilities. The patch becomes more and more usable and significant parts of it are leaking into the Linux kernel.

The RT-Preempt patch converts Linux into a fully preemptible kernel. The is done by means of [2]:

- making in-kernel locking-primitives (using spinlocks) preemptible though reimplemented with rmituxes;
- making critical protected sections preemptible\(^1\);
- implementing priority inheritance for in-kernel spinlocks and semaphores;
- converting interrupt handlers into preemptible kernel threads;
- converting the old Linux timer API into separate infrastructures for high-resolution kernel timers plus one for timeouts, leading to userspace POSIX timers with high resolution.

B. MaTX

So far, we have used MaTX for modeling and simulation, solving the direct kinematics, inverse kinematics and dynamics of robots. In addition, with MaTX, various types of control algorithms can be easily designed and implemented. In fact, the main purpose of the MaTX platform, developed by Masanobu Koga in 1989, is analysis, design and simulation of control systems.

The main features of MaTX are described as follows [1], [22]:

**The interpreter (matx)**

- matrices of an arbitrary size can be handled, and there is no need of variable type declaration;
- the four arithmetic operations can be used both on scalars and on matrices;
- when a matrix is defined, the variables can be treated as an element of the matrix;
- the same flow control and the same relational operators as in the C language are used.

**The compiler (matc)**

- a MaTX program can be easily converted to a C language program;
- a function needs to be defined just once. The respective values and definitions are allocated at the time of definition, so there is no need of multiple function definitions.

**The libraries (matlib)**

- there is a high-level library (automatic operation of memory allocation) and a low-level library (memory allocation by user);
- depending on the function, a real matrix is automatically distinguished from a complex matrix.

**The matrix editor (mated)**

- arbitrary size matrices can be handled, and in addition, the size can be reduced/expanded arbitrarily.
- The elements of a matrix can be deleted, moved, and copied.

In addition to the standard MaTX, there is a version for real-time control called RtMaTX [24]–[29]. The control program can be written in MaTX and the same functions as in MaTX can be used for real-time control without change. Unfortunately, RtMaTX relies on standard timer operations and is available only for MS-DOS (IBM PC compatible machines with DJGPP 2.21 compiler, IBM PC compatible machines/PC9801 machines with Borland C++ 3.1 compiler) [1]. These are outdated, so we prefer to use the new Linux RT-Preempt capabilities in combination with a Linux version of standard MaTX (MaTX-5.3.37 for Linux, glibc-2.3).

C. Experimental system hardware

Our experimental system is shown in Fig. 1. The robot is a Mitsubishi Heavy Industries seven-DOF PA-10 arm with respective controller PA-10-CNT. Communication with the control PC is via ARCNET [30]. Four ISA-bus ARCNET boards ARC-EVK/AT (Systemmicro) are used, each one capable of controlling up to two servo axes. We access directly the servo drivers in the controller, without using the internal control board. In this case, the sampling time is 2 ms. The four boards are inserted into the control PC — a control box with ISA bus backplane and a single-board computer PCA-6773 (Advantech). The specs are given in Table I.

The Development PC is a DELL DIMENSION 3100C desktop machine, with specs given in Table II. MaTX is installed and used for modeling, control law design and simulations. The developed program is then downloaded to the Control PC.
D. Experimental system software

The software components used in our experimental system are shown in Fig. 2. The matc compiler is used to generate object files from the developed program. Servo driver access over ARCNET programs are written directly in C, and compiled via the gcc compiler. At the final stage, the object files are linked with the help of the matc compiler, and an executable file is produced. We note that it is quite easy to ensure linking of the MaTX - C programs with the matc compiler. The following command line ensures the generation of the executable code:

```
$ matc -v main.mm pa10.c -lrt
```

- **matc**: MaTX compiler/linker used to generate the executable code;
- **main.mm**: the main file of the development program, written in MaTX;
- **pa10.c**: the C program for real-time control (ARCNET driver access, 2 ms sampling time setup, memory allocation, task priority allocation);
- **-v**: matc compiler/linker option;
- **-lrt**: linker option to include the real-time library.

III. JITTER VERIFICATION

We verified the hard-real time capabilities of our system for different cases introduced below.

A. RT preempt only

First, we verified the hard-real time capabilities with the help of a C program accessing the parallel port to generate a square wave of 100 µs period. The program is available at [2].

The priority of a real-time program can be set between 0 (lowest) and 99 (highest) priority. In our example, the priority was set to 90. To ensure the desired square wave period, we use the standard POSIX function `clock_nanosleep()`. Two test were performed by executing the program, first without real time, and then under real time. Thereby, the CPU load was artificially increased via the command:

```
# cat /dev/zero > delete_this_file
```

The jitter was measured with the help of an oscilloscope. The results are shown in Fig.3.

From the left figure (a) it is clearly seen that in the case of non real-time, the generated signal is non periodic. On the other hand, from the right figure (b), it becomes apparent that under real-time, the generated signal represents a stable square wave. The average frequency is 9.9983 kHz, meaning that the average jitter is 0.017 µs. Having in mind that with a standard kernel, the guaranteed period is just 1 ms [31], we can conclude that with the RT-patch, it is possible to obtain highly accurate hard real-time capability.
B. PA-10 control under RT-Preempt only

We wrote a C program for controlling the robot arm under RT-Preempt, with sampling time of 2 ms. The desired input was rotation of the sixth joint axis from 0 to 45 degrees. Intermittent angular values and speeds were generated via a spline. Motion completes for 15 s, thereafter the desired angle remains 45 deg. The jitter is measured during the motion and thereafter, for a total of 300 s. The result is shown in Fig. 4. The values for the maximum jitter, average jitter and standard deviation are shown in Table III. From these data we can conclude that hard real-time capability can be ensured.

![Jitter for motion control under RT-Preempt.](image)

**TABLE III**

<table>
<thead>
<tr>
<th></th>
<th>Max</th>
<th>Average</th>
<th>Standard deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>102 µs</td>
<td>25.1 µs</td>
<td>7.57 µs</td>
</tr>
</tbody>
</table>

C. Simple MaTX program under RT-Preempt

![Usage of MaTX with C program](image)

```c
int rt_func(void){
    int interval=2000000; //2ms
    struct timespec t;
    struct sched_param param;
    param.sched_priority = PRIORITY;
    //realtime fits scheduling
    if(sched_setscheduler(0, SCHED_FIFO, &param)==-1){
        perror("sched_setscheduler failed");
        exit(-1);
    }
    for(;;){
        /* get current time */
        clock_gettime(0, &t);
        t.tv_nsec+=interval;
        tsnorm(&t);
        time =(double)t.tv_sec + (double)t.tv_nsec * pow(10,−9);
        clock_nanosleep(0, TIMER_ABSTIME, &t, NULL);
        return 0;
    }
}
```

![Exception from the simple verification program.](image)

MaTX was installed on the Control PC (cf. Fig. 1). We wrote a simple MaTX program that makes just a call to a C program implementing the RT-Preempt capability (see Fig. 5). The two programs were compiled and linked together, as already explained in the previous section. The executable file was run again for two cases: non real-time and real-time. The sampling time was set to 2 ms to match the sampling time of the PA-10 arm. The motion execution time was 15 s. The results are shown in Fig. 6. The figure on the left (a) shows that without real-time, the jitter may reach 2 ms for most of the time. On the other hand, from the figure on the right (b) it can be seen that under real-time, jitter is very small. Zooming into the last data (see Fig. 7), we can see that this is true indeed. The values for the maximum jitter, average jitter and standard deviation are shown in Table IV. From these data, we can conclude that hard real-time capability can be ensured also for this case.

![Jitter for a simple MaTX program under RT-Preempt.](image)

**TABLE IV**

<table>
<thead>
<tr>
<th></th>
<th>Max</th>
<th>Average</th>
<th>Standard deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Non real-time</td>
<td>2.06×10^3 µs</td>
<td>1.43×10^3 µs</td>
<td>0.49×10^3 µs</td>
</tr>
<tr>
<td>Real-time</td>
<td>92.0 µs</td>
<td>25.5 µs</td>
<td>1.82 µs</td>
</tr>
</tbody>
</table>

D. PA-10 control with MaTX program

The MaTX program makes again just a call to a low-level C program that incorporates desired path generation for the
sixth joint via a spline and calls to the ARCNET drivers, in addition to the RT-Preempt related settings, i.e. to the same C program used in the experiment described in III-B. The jitter graphs and the statistics values are shown in Fig. 8 and Table V, respectively. From these data, it is apparent the maximum jitter is 115 $\mu$s. This result is similar to that of the experiment in III-B. On the other hand, when compared with the result of III-C, it is seen that the jitter here is larger. We can make the conclusion then that calls to the ARCNET drivers lead to larger latencies and hence, somewhat increased jitter. This increase however does not diminish the hard real-time capability of the system.

![Jitter for PA-10 control with MaTX under RT-Preempt.](image1)

### TABLE V

<table>
<thead>
<tr>
<th>Max</th>
<th>Average</th>
<th>Standard deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>115 $\mu$s</td>
<td>27.0 $\mu$s</td>
<td>1.92 $\mu$s</td>
</tr>
</tbody>
</table>

IV. PA-10 CONTROL UNDER INTEGRATED ENVIRONMENT

We made an inverse kinematics program for the PA-10 arm in MaTX, to be used both for simulation and real-time control. This program generates desired inputs for the joint angles and the joint velocities and calls the low-level control C program, used in the last experiment. The new MaTX program and the C program were compiled and linked as usual. The executable program was used to control the robot. It turned out, however, that the jitter was too large, and the hard real-time capability could not be guaranteed. Closer examination revealed that the inverse kinematics program requires slightly over 1 ms time for the calculations. This, in addition to the time needed for ARCNET access (also slightly over 1 ms) lead to overall time requirement over the sampling time, set in this case to 2 ms.

We changed then the sampling time to 3 ms, and executed the same program. Jitter and statistics data are shown in Fig. 9 and Table VI, respectively. From the data, it is seen that the values are fully acceptable, and we can conclude that the hard real-time capability could be restored. This result demonstrates the potential of the integrated environment.

![Jitter for PA-10 inverse kinematics control in integrated environment.](image2)

### TABLE VI

<table>
<thead>
<tr>
<th>Max</th>
<th>Average</th>
<th>Standard deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>86.0 $\mu$s</td>
<td>32.5 $\mu$s</td>
<td>2.58 $\mu$s</td>
</tr>
</tbody>
</table>

V. CONCLUSIONS

We examined the potential for creating an integrated environment for robot control, based on the high-level programming platform MaTX for modeling, simulation and control design, running under Linux with the real-time preemptive patch developed by Ingo Molnar. We have shown that it is possible to run the high-level inverse kinematics MaTX
program for the PA-10 arm directly under hard real-time, albeit with some increase in the sampling time. We note that the hardware we used (ISA bus) was somewhat outdated, which is one of the reasons why the sampling time had to be increased.

In a future work we plan to examine other hardware platforms for the MaTX — Linux + RT-Preempt combination to reduce the sampling time and to allow for implementing more advanced control algorithms in hard real-time, including dynamic control of multi-DOF robots.
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